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The modified simple equation method (The modified SEM) is employed to find the exact traveling wave 
solutions involving parameters for two nonlinear evolution equations, namely, the diffusive predator-
prey system and the Bogoyavlenskii equations. When these parameters are taken to be special values, 
the solitary wave solutions are derived from the exact traveling wave solutions. It is shown that the 
modified SEM provides an effective and a more powerful mathematical tool for solving nonlinear partial 
differential equations in mathematical physics. Our results in this paper are new and different from 
those obtained in the literature. 
 
Key words: A diffusive predator-prey system, the Bogoyavlenskii equation, the modified SEM, traveling wave 
solutions, solitary wave solutions. 

 
 
INTRODUCTION 
 
The investigation of the traveling wave solutions for 
nonlinear partial differential equations plays an important 
role in the study of nonlinear physical phenomena. 
Nonlinear wave phenomena appears in various scientific 
and engineering fields, such as fluid mechanics, plasma 
physics, optical fibers, biology, solid state physics, 
chemical kinematics, chemical physics and geochemistry. 
Nonlinear wave phenomena of dispersion, dissipation, 
diffusion, reaction and convection are very important in 
nonlinear wave equations. In the past several decades, 
new exact solutions may help to find new phenomena. A 
variety of  powerful  methods such as  the  tanh- sech 
method (Malfliet, 1992; Malfliet and Hereman, 1996; 

Wazwaz, 2004a), the Sine - cosine method ( Wazwaz, 
2004b; Wazwaz, 2005; Yan, 1996), the homogeneous 
balance method (Fan and Zhang, 1998; Wang 1996), the 
Jacobi elliptic function method (Dai and Zhang, 2006; 
Fan and Zhang, 2002; Liu et al., 2001; Zhao et al., 2006), 
the F-expansion method (Abdou, 2007; Ren and Zhang, 
2006; Zhang et al., 2006), the exp-function method (He 
and Wu, 2006; Aminikhad et al., 2009), the trigonometric 

function series method (Zhang, 2008), the ( / )G G -

expansion method (Alam and Akbar, 2014a, b, c, d; Alam 
et al., 2014a, b, c; Hafez et al., 2014; Wang et al. 2008; 
Zayed, 2009; Zayed and Gepreel, 2009; Zhang et al.,

 

*Corresponding author. E-mail: e.m.e.zayed@hotmail.com, yaser31270@yahoo.com 

Author(s) agree that this article remain permanently open access under the terms of the Creative Commons 

Attribution License 4.0 International License 

 

PACS: 02.30.Jr, 05.45.Yv, 02.30.Ik 

http://creativecommons.org/licenses/by/4.0/deed.en_US
http://creativecommons.org/licenses/by/4.0/deed.en_US
http://creativecommons.org/licenses/by/4.0/deed.en_US


134          Int. J. Phys. Sci. 
 
 
 
2008), the extended tanh- function method (El-Wakil and 
Abdou, 2007; Fan, 2000; Wazwaz, 2007), the modified 
SEM (Jawad et al., 2010; Zayed and Hoda, 2012, 2013, 
2014), the local fractional differential equations (Yang, 
2011, 2012), the local fractional variation iteration method 
(Yang and Baleanu, 2012), the local fractional Fourier 
series method (Hu et al., 2012), the cantor-type 
cylindrical coordinate method (Yang et al., 2013), the 
Yang-Fourier and Yang-Laplace transforms (He, 2012). 

The objective of this article is to apply the modified 
SEM for finding the exact traveling wave solution of the 
following diffusive predator-prey system of equations  
(Petrovskii et al., 1990) and  the Bogoyavlenskii 
equations (Bogoyavlenskii, 1990):  
 
(i) We consider the following system of two coupled 
nonlinear partial differential equations describing the 
dynamics of the predator- prey system of equations 
(Petrovskii et al., 1990):  
 

2 3

3

(1 ) ,

,

t xx

t xx

u u u u u uv

v v kuv mv v

 



      


     

           (1) 

 

Where , ,k m  and   are positive parameters. The 

solutions of predator-prey system of equations have been 
studied in various aspects (Petrovskii et al., 1990; 
Kraenkl et al., 2013; Dehghan and Sabouri, 2013). With 
reference to the article (Petrovskii et al., 1990), the 
dynamics of the system (1) is assumed the following 

relations between the parameters, namely m   and 

1
1.k 


   Under these assumptions, Equation (1) 

can be rewritten in the form: 
 

2 3

3

1
,

.

t xx

t xx

u u u k u u uv

v v kuv v v




 

  
       

 
    

          (2) 

 
(ii) We consider the Bogoyavlenskii equations 
(Bogoyavlenskii, 1990) in the form 
  

24 4 4 0,

.

t xxy y x

y x

u u u u u v

uu v

    




                      (3) 

 
Equation (3) were derived by Kudryashov and Pickering 
(1998) as a member of   the (2+1) Schwarzian breaking 
soliton hierarchy. The above equations also appeared in 
Clarkson and Gordoa (1996) as one of the equations 
associated to nonisospectral scattering problems.  Estevez 
and Prada (2004); showed that Equation (3) possess the 
Painleve  property.    Equation   (3)   were   the   modified  

 
 
 
 
version of the breaking soliton equation:  
 

4 8 4 0,xt x xy y xx xxxyu u u u u u   
                           (4) 

 

Which describes the (2 + 1)-dimensional interaction of a 
Riemann wave propagation along the y-axis with a long 
wave through the x-axis.  
 
 
DESCRIPTION OF THE MODIFIED SEM 
 
 Consider the following nonlinear evolution equation: 
 

( , , , , , , ,...) 0,t x y tt xx yyF u u u u u u u             (5) 

 

Where F  is a polynomial in ( , , )u x y t  and its partial 

derivatives in which the highest order derivatives and 
nonlinear terms are involved.  In the following, we give 
the main steps of this method (Jawad et al., 2010; Zayed 
and Hoda, 2012, 2013,2014): 
 
Step 1.  We use the wave transformation 
 

( , , ) ( ), ,u x y t u x y ct                (6) 

 
where  c  is a nonzero constant, to reduce Equation (5) 

to the following ODE:  
 

( , , , ,...) 0,P u u u u                 (7) 

 

Where  P  is a polynomial in ( )u   and its total 

derivatives, while ' .
d

d


 
 
Step  2.  Suppose that the solution of Equation (7) has 
the formal solution  
 

0

( )
( ) ,

( )

k
N

k

k

u A
 


 

 
  

 
             (8) 

 

Where  kA  are arbitrary constants to be determined, 

such that 0,NA   while the function ( )   is an 

unknown function to be determined later, such that 

0. 
 

 
Step  3. Determined the positive integer N in Equation (8) 
by considering the homogenous balance between the 
highest order derivatives and the nonlinear terms in 
Equation (7).  
 
Step  4.   Substitute  Equation  (8) into  Equation  (7),  we  



 
 
 
 

calculate all the necessary derivative , ,...u u   of the 

function ( )u   and we account the function ( ).   As a 

result of this substitution, we get a polynomial of  

( 0,1,2,..., ).j j N  
 
In this polynomial, we gather all 

terms of the same power of  ( 0,1,2,..., )j j N   , and 

we equate with zero all coefficient of this polynomial. This 
operation yields a system of equations which can be 

solved to find 
kA

 
and  ( )  . Consequently, we can get 

the exact solution of Equation (5). 
 
 
APPLICATIONS  
 
Here, we will apply the modified SEM described in 
description of the modified SEM, to find the exact 
traveling wave solutions and then the solitary wave 
solutions for the following nonlinear systems of evolution 
equations. 
 
 
Example 1:  A nonlinear diffusive predator-prey system  
 
Here, we determine the exact solutions and the solitary 
wave solutions of Equation (2). To this end, we use the 
wave transformation (6) to reduce Equation (2) to the 
following nonlinear system of ordinary differential 
equations: 
 

2 3

3

1
0,

0.

u cu u k u u uv

v cv kuv v v




 

  
         

 
         

        (9) 

 
In order to solve Equation (9) let us consider the following 
transformation 
 

1
.v u


             (10) 

 
Substituting the transformation (10) into Equation (9), we 
get 
  

2 3 0.u cu u ku u                (11) 

 

Balancing u   with 
3u  in Equation (11), we get 1N  . 

Consequently, we get the formal solution 
 

0 1( ) ,u A A





 
   

 
           (12) 

 

Where  0A  and 1A  are constants to be determined, such  
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that 
1 0A  . It is easy to see that 

 
2

1 ,u A
 

 

   
       

          (13) 

 
3

1 2

3
2 .u A

  

  

     
        

                     (14) 

Substituting Equation (12) to (14) into Equation (11) and 

equating the coefficients of 
3 2 1 0, , ,     

 to zero, we 

respectively obtain 
                                     

  3 3 2

1 1: 2 0,A A                                               (15) 

  

 2

1 1 0 1: 3 ( 3 ) 0,A c kA A A          
  

       (16) 

  

 1 2

1 0 0: ( 2 3 ) 0,A c kA A                  (17) 

                                     

 0 2

0 0 0: 0.A kA A                   (18) 

 
From Equations (15) and (18), we deduce that 
 

2

1 0 0

4
2, 0,

2

k k
A A A

  
   


, 

 

Where  
2 4 .k 

 
 Let us discuss the following cases. 

 

Case 1. If 0 10, 2A A    

 

In this case, we deduce from Equations (16) and (17) that 
  

1

3
,

c kA
 


 


           (19) 

 

and  
  

0,c                             (20) 

 

Where 1.c kA  Equations (19) and (20) yield 

  

0,E








            (21) 

 

Where    0

1

3
.E c

c kA

 
   

   

   Integrating   Equation  
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(21) and using Equation (19) we have 
  

 1
0

1

3
exp ,

c
E

c kA
 


 


          (22) 

  

 
 1

0 2

0 1

3
exp ,

c
E c

E c kA
 


 


         (23) 

 

Where 
1c  and 

2c  are arbitrary constants of integration. 

Substituting Equations (22) and (23) into Equation (12) 
and from Equation (10) we have the exact solutions: 
  

0
0

0 2

exp[ ]
( ) 2 ,

exp[ ]

E
u E

E c






 
   

 

         (24) 

 
and from Equation (10) we have 
  

0
0

0 2

2 exp[ ]
( ) ,

exp[ ]

E
v E

E c




 

 
   

 

                     (25) 

 

Where  0 1
1

( )
.

3

E c kA
c





  If 2 1,c   we have the 

solitary wave solutions: 
  

0 0( ) 1 tanh ,
22

E E
u  

   
   

  

                     (26) 

 
and consequently, we get  
  

0 0( ) 1 tanh ,
22

E E
v  



   
   

  

                     (27) 

 

While,  if 2 1,c    we get the solitary wave solutions: 

  

0 0( ) 1 coth ,
22

E E
u  

   
   

  

                     (28) 

 
and consequently, we get  
 

0 0( ) 1 coth .
22

E E
v  



   
   

  

                     (29) 

 

Case  2. If 0 10, 2A A  
 
  

 
In this case, we deduce from Equation (16) and (17) that 
  

1 0 1

3
,

3c kA A A
 


 

 
                                  (30) 

 
 
 
 
and  
  

 2

0 02 3 0.c kA A                               (31) 

 
Substituting Equation (30) into Equation (31) we get 
  

1,E








                                                          (32) 

Where  
 2

0 0

1

1 0 1

3 2 3
.

3

kA A
E c

c kA A A

  
   
  
 

  

Consequently, we have 
  

3
1

1 0 1

3
exp[ ],

3

c
E

c kA A A
 


 

 
                    (33) 

  

 
3

1 4

1 1 0 1

3
exp[ ] ,

3

c
E c

E c kA A A
 


 

 
        (34) 

 

Where  3c  and 4c  are arbitrary constants of integration.  

Substituting Equation (33) and (34) into Equation (12) 
and from Equation (10) we have the exact solutions: 
  

2

1
1

1 4

4 exp[ ]
( ) 2 ,

2 exp[ ]

k k E
u E

E c

 




   
   

  

(35) 

 
2

1
1

1 4

41 exp[ ]
( ) 2 ,

2 exp[ ]

k k E
v E

E c

 




    
       

  (36) 

 

Where  1 1 0 1
3

( 3 )
.

3

E c kA A A
c

 



 

If 4 1,c  we get the solitary wave solutions: 

  
2

1 1
4

( ) 1 tanh ,
2 22

k k E E
u


 

     
       

   (37) 

 
and 
  

2

1 1
41

( ) 1 tanh ,
2 22

k k E E
v


 



      
          

(38) 

 

While, if 4 1,c   we get the solitary wave solutions 

  

2

1 1
4

( ) 1 coth ,
2 22

k k E E
u


 

     
       

   (39) 
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               Equation (26)                                         Equation (27)                                        

           

      

                         Equation (28)                                          Equation (29)       

 

 
 

Figure 1. The plots of the solutions (26) to (29) when 0 1

1 7
0, 2, , , 2, 4.

12 12
A A k c         

 
 
 
and 
  

2

1 1
41

( ) 1 coth ,
2 22

k k E E
v


 



      
          

    (40) 

 

Note that the graphical  representations  of  the  solutions 

(26) to (29) are drawn in Figure 1 as follows: 
 
 
Example 2: The nonlinear Bogoyavlenskii equations 
 
Here, we determine the exact solutions and the solitary 
wave solutions of Equation (3). To this  end,  we  use  the  
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wave transformation (6) to reduce Equation (3) to the 
following nonlinear system of ordinary differential 
equations: 
 

2

2

4 4 4 0,

.
2

cu u u u u v

u
v

       






         (41) 

 

Substituting the second Equation of (41) into the first one, 
and integrating the resultant equation, we have 
  

32 4 0,u u cu               (42) 
 

With zero constant of integration. Balancing u   with 
3u  

in Equation (42), we  get  1N  . Consequently, we get 

the same formal solution (12). Substituting Equation (12) 
to (14) into Equation (42) and equating the coefficients of 

3 2 1 0, , ,     
 to zero, we obtain 

  

 3 3 2

1 1: 2 1 0,A A               (43) 

  

 2

1 0 1: 3 2 0,A A A                              (44) 

  

  1 2

1 0: 6 4 0,A A c                            (45) 

  

 0 2

0 0: 2 2 0.A A c                                     (46) 

 
From Equations (43) and (43) we deduce that 
 

1 0 01, 0 2 ,A A or A c       where 0.c   

 

Case  1. If 0 10, 1A A     

 

In this case  Equations (44)  and  (45)  yield  0,   so 

this case is rejected. 
 

Case  2. If 0 12 , 1A c A      

 
In this case, we deduce from  Equations (44) and  (45) 
that  
  

0 1

1
,

2A A
 


             (47) 

 
and  
  

 2

06 4 0.A c               (48) 

 
 
 
 
Equations (47) and (48) yield 
  

0,E








                       (49) 

 

Where  
2

0
0

0 1

6 4
.

2

A c
E

A A

 


 

 Integrating Equation (49) and 

using Equation (47) we have 
  

1
0

0 1

exp[ ],
2

c
E

A A
 


 

                                       

    (50) 

  

1
0 2

0 0 1

exp[ ] ,
2

c
E c

E A A
 


                                  (51) 

 

Where 1c  and 2c  are arbitrary constants of integration.  

Substituting Equations (50) and (51) into Equation (12) 
we  have the exact solutions: 
  

0
0

0 2

exp[ ]
( ) 2 ,

exp[ ]

E
u c E

E c






 
     

 

                    (52) 

 
and 
 

2

0
0

0 2

1 exp[ ]
( ) 2 ,

2 exp[ ]

E
v c E

E c






  
     

  

        (53) 

 

Where  1 0 0 12 .c E A A   

(i) If 2 1,c   we have the solitary wave solutions 

  

0 0( ) 2 1 tanh ,
2 2

E E
u c 

  
        

                 (54) 

 
and  

 
2

0 01
( ) 2 1 tanh .

2 2 2

E E
v c 

   
          

        (55) 

 

(ii) If 2 1,c    we get the solitary wave solutions: 

  

0 0( ) 2 1 coth ,
2 2

E E
u c 

  
        

                  (56) 

 

and  
  

2

0 01
( ) 2 1 coth .

2 2 2

E E
v c 

   
            

       (57) 
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                            Equation (54)                                            Equation (55)  

  

                      Equation (56)                                         Equation (57)  

 

     

 

 
 

Figure 2. The plots of the solutions (54) to (57) when 

 

 

 
 
 

 

 
0 12 , 1A c A     

0 12 , 1A c A     
0 1, 1, 2, 0.A c A c y     

 

 
 
 
Note that the graphical representations of the solutions 
Equations (54) to (57) are drawn in Figure 2 as follows: 
 
 
Conclusions 
 
The modified SEM had been used successfully to find the 
exact traveling wave solutions of nonlinear evolution 
equations. As an application, the traveling wave solutions 
for the nonlinear diffusive predator-prey system of 

equations and the nonlinear Bogoyavlenskii equations 
had been constructed using the modified SEM. It could 
be concluded that this method was reliable and proposed 
a variety of exact solutions of nonlinear differential 
equations.  
 
 
Conflict of Interest 
 
The authors have not declared any conflict of interest. 



140          Int. J. Phys. Sci. 
 
 
 
ACKNOWLEDGEMENT 
 
The authors wish to thank the referees for their 
comments. 

 
 
REFERENCES 

 
Abdou MA (2007). The extended F-expansion method and its 

application for a class of nonlinear evolution equations, Chaos 
Solitons Fractals. 31:95-104. 

Alam MN, Akbar MA (2014a). Traveling wave solutions of the nonlinear 
(1+1)-dimensional modified Benjamin-Bona-Mahony equation by 
using novel (G’/G) -expansion method. Phys. Review Res. Int. 4:147-

165. 
Alam MN, Akbar MA (2014b). A new (G’/G) -expansion method and its 

application to the Burgers equation. Walailak J. Sci. Tech. 11:643-

658. 
Alam MN, Akbar MA (2014c). The new approach of generalized (G’/G)  

-expansion method for nonlinear evolution equations. Ain Shams 
Eng. 5(2014):595-603. 

Alam MN, Akbar MA (2014d). Traveling wave solutions for the mKdV 
equation and the Gardner equation by new approach of the 
generalized (G’/G)-expansion method, J. Egyptian Math. Society. 

DOI: 10.1016/j.joems.2014.01.001 (in press). 
Alam MN, Akbar MA, Hoque MF (2014a). Exact traveling wave 

solutions of the (3+1)-dimensional mKdV-ZK equation and the (1+1)-

dimensional compound KdVB equation using new approach of the 
generalized (G’/G) -expansion method. Pramana-J. Phys. 83:317-
329. 

Alam MN, Akbar MA, Roshid HO (2014b). Traveling wave solutions of 
the Boussinesq equation via the new approach of generalized (G’/G)  
-Expansion Method. Springer Plus. 3:43. doi:10.1186/2193-1801-3-

43. 
Alam MN, Akbar MA, Mohyud-Din ST (2014c). General traveling wave 

solutions of the strain wave equation in microstructured solids via the 

new approach of generalized (G’/G)-Expansion method. Alexandria 
Eng. J. 53:233–241. 

Aminikhad H, Moosaei H, Hajipour M (2009). Exact solutions for 

nonlinear partial differential equations via Exp-function method. 
Numer. Methods Partial Differ. Equations. 26:1427-1433. 

Bogoyavlenskii OI (1990). Breaking solitons in 2 + 1 -dimensional 

integrable equations. Russian Math. Surveys. 45:1-86. 
Clarkson PA, Gordoa PR (1996). A. Pickering, Multicomponent 

equations associated to non-isospectral scattering problems. Inverse 

Problems. 13:1463-1476. 
Dai CQ, Zhang JF (2006). Jacobian elliptic function method for 

nonlinear differential difference equations. Chaos Solutions Fractals. 

27:1042-1049. 
Dehghan M, Sabouri M (2013). A Legendre spectral element method on 

a large spatial domain to solve the predator-prey system modeling 

interaction populations. Appl. Mathematical Modeling. 37:1028-1038. 
 EL-Wakil SA, Abdou MA (2007). New exact traveling wave solutions 

using modified extended tanh-function method. Chaos Solitons 

Fractals. 31:840-852. 
Estevez PG, Prada J (2004). A generalization of the Sine-Gordon 

equation (2 + 1) - dimensions. J.Nonlinear Math. Phys. 11:168-179. 

Fan E (2000). Extended tanh-function method and its applications to 
nonlinear equations. Phys. Lett. A 277:212-218. 

Fan E, Zhang J (2002). Applications of the Jacobi elliptic function 

method to special-type nonlinear equations, Phys. Lett. A. 305:383-
392. 

 Fan E, Zhang H (1998). A note on the homogeneous balance method, 

Phys. Lett. A. 246:403-406. 
Hafez MG, Alam MN, Akbar MA (2014). Exact traveling wave solutions 

to the Klein-Gordon equation using the novel -expansion method, 

Results in Physics (2014). doi: 
http://dx.doi.org/10.1016/j.rinp.2014.09.001. (in press). 
He JH (2012). Asymptotic methods for solitary solutions and 

compactions, Abst. Appl. Anal.  Article ID 916793, P. 130. 

 
 
 
 
He JH, Wu XH (2006). Exp-function method for nonlinear wave 

equations. Chaos Solitons Fractals 30:700-708. 
Hu MS, Agarwal RP, Yang XJ (2012). Local Fractional Fourier Series 

with Application to Wave Equation in Fractal Vibrating String. 
Abstract Appl. Analysis, Article ID 567401, P.15. 

Jawad AJM, Petkovic MD, Biswas A (2010). Modified simple equation 

method for nonlinear evolution equations. Appl. Math. Comput. 217: 
869-877. 

Kraenkel RA, Manikandan K, Senthivelan M (2013). On certain new 

exact solutions of a diffusive predator-prey system. Commun. 
Nonlinear Sci. Numer. Simulat. 18:1269-1274. 

Kudryasho N, Pickering A (1998). Rational solutions for Schwarzian 

integrable hierarchies. J. Phys. A. 31:9505-9518. 
Liu S, Fu Z, Liu S, Zhao Q (2001). Jacobi elliptic function expansion 

method and periodic wave solutions of nonlinear wave equations, 

Phys. Lett. A. 289:69-74. 
Malfliet W (1992). Solitary wave solutions of nonlinear wave equation. 

Am. J. Phys. 60:650-654. 

Malfliet W, Hereman W (1996). The tanh method: Exact solutions of 
nonlinear evolution and wave equations, Phys. Scr. 54:563-568. 

Petrovskii SV, Malchow H, Li BL (1990). An exact solution of a diffusive 

predator-prey system. Proc. R. Soc. A. 461:1029-1053. 
Ren YJ,  Zhang HQ (2006). A generalized F-expansion method to find 

abundant families of Jacobi elliptic function solutions of the (2+1)-

dimensional Nizhnik-Novikov-Veselov equation, Chaos Solitons 
Fractals. 27:959-979. 

Wang ML (1998). Exct solutions for a compound KdV-Burgers equation, 

Phys. Lett. A. 213:279-287. 

Wang ML, Zhang JL, Li XZ (2008). The ( / )G G -expansion method 

and travelling wave solutions of nonlinear evolutions equations in 

mathematical physics. Phys. Lett. A 372:417-423. 
Wazwaz AM (2004a). The tanh method for travelling wave solutions of 

nonlinear equations. Appl. Math. Comput. 154:714-723. 

Wazwaz (2004b). A sine-cosine method for handling nonlinear wave 
equations. Math. Comput. Modeling. 40:499-508. 

Wazwaz AM (2005). Exact solutions to the double sinh-Gordon 

equation by the tanh method and a variable separated ODE Method. 
Comput. Math. Appl. 50:1685-1696. 

Wazwaz AM (2007). The extended tanh method for abundant solitary 

wave solutions of nonlinear wave equations. Appl. Math. Comput. 
187:1131-1142. 

Yan C (1996). A simple transformation for nonlinear waves. Phys. Lett. 

A. 224(1996):77-84. 
Yang XJ (2011). Local Fractional Functional Analysis and Its 

Applications, Asian Academic Publisher Limited, Hong Kong. 

Yang XJ (2012). Advanced Local Fractional Calculus and Its 
Applications, World Science Publisher, New York. 

Yang XJ, Baleanu D (2012). Fractal heat conduction problem solved by 

local fractional variation iteration method. Thermal Sci.17:625-628. 
Yang XJ, Srivastava HM , He JH, Baleanu D (2013), Cantor-type 

cylindrical-coordinate method for differential equations with local 

fractional derivatives. Phys. Lett. A 377:1996-1700. 

Zayed EME (2009). The ( / )G G -expansion method and its 

applications to some nonlinear evolution equations in mathematical 
physics, J. Appl. Math. Comput. 30:89-103. 

 Zayed ENE, Gepreel KA (2009). The ( / )G G expansion method for 

finding traveling wave solutions of nonlinear partial differential 
equations in mathematical physics. J. Math. Phys. 50:013502-
013513. 

Zayed EME, Hoda Ibrahim SA (2012).  Exact solutions of nonlinear 
evolution equations in mathematical physics using the modified 
simple equation method. Chin. Phys.  Lett.  29:060201-060204. 

Zayed EME, Hoda Ibrahim SA (2013). Modified simple equation method 
and its applications for some nonlinear evolution equations in 
mathematical physics. Int. J. Comput.  Appl. 67:39-44. 

Zayed EME,  Hoda Ibrahim SA (2014). Exact solutions of  Kolmogorov-
Petrovskii- Piskunov equation using the modified simple equation 
method.  Acta Math. Appl. Sinica, English Series. 30:749-754. 

Zhang JL, Wang ML,  Wang  YM,  Fang  ZD  (2006).  The  improved  F- 
expansion method and its applications, Phys. Lett. A. 350:103-109. 



 
 
 

 
Zhang ZY (2008). New exact traveling wave solutions for the nonlinear 

Klein-Gordon equation. Turk. J. Phys. 32:235-240. 

Zhang S, Tong JL, Wang W (2008). A generalized ( / )G G -

expansion method for the mKdV equation with variable coefficients, 
Phys. Lett. A. 372:2254-2257. 

 
 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 
 
 

 

 

Zayed and Amer          141 
 
 
 

Zhao XO, Zhi HY, Zhang HO (2006). Improved Jacobi-function method 
with symbolic computation to construct new double-periodic solutions 
for the generalized Ito system. Chaos Solitons Fractals. 28:112-126.  



 

 

 

 
Vol. 10(4), pp. 142-154, 28 February, 2015 

DOI: 10.5897/IJPS2014.4223 

Article Number: D49B9DB50590 

ISSN 1992 - 1950  

Copyright ©2015  

Author(s) retain the copyright of this article 

http://www.academicjournals.org/IJPS 

 
International Journal of Physical  

Sciences 

 
 
 
 

 Full Length Research Paper 

 

Kinetics study of copolymerization of 2-anilinoethanol 
onto chitosan by ammonium peroxydisulfate as  

a initiator 
 

Seyed Hossein Hosseini 
 

Department of Chemistry, Faculty of Science, Islamic Azad University, Islamshahr Branch, Tehran, Iran.  
 

Received 20 October, 2014; Accepted 2 February, 2015 

 

Graft copolymerization of 2-anilinoethanol (2AE) onto chitosan (Chit-g-P2AE) was carried out by using 
ammonium peroxydisulfate (APS) as a long initiator under nitrogen atmosphere. Evidence of grafting 
was confirmed by comparison of FTIR spectrum of chitosan and the grafted copolymer. The grafting 
kinetics in the different conditions was studied as well. The effects of concentration of APS, 2AE, 
reaction time and temperature on graft copolymerization were studied by determining the grafting 
percentage, grafting efficiency and percentage add-on. With other conditions kept constant, the 
optimum grafting conditions were obtained as follows: Chitosan = 1 g, APS = 0.1 M, and 2AE = 0.213 
mol/L, reaction temperature = 25°C, and reaction time = 5 h. Electrical conductivities of samples were 
measured by four probe method. 
 
Key words: Graft copolymerization, ammonium peroxydisulfate (APS), 2-anilinoethanol (2AE), onto chitosan 
(Chit-g-P2AE). 

 
 
INTRODUCTION 
 
Many graft copolymers of chitosan and vinyl monomers 
have been synthesized and evaluated as flocculants, 
paper strengthener and drug-releaser (Singh et al., 
2006). It has potential applications ranged from 
biomedicine and pharmacy to water treatment (Yu et al., 
2007). Chitosan has both reactive amino and hydroxyl 
groups that can be used to chemically alter its properties 
under mild reaction conditions (Hosseini et al., 2010). 
Kinetics of graft copolymerization investigated from different 
methods (Li et al., 2002; Mahdavinia et al., 2004).  

In addition, among various methods, graft 
copolymerization is most attractive because it is  a  useful 
technique for modifying the chemical and physical 

properties of natural polymers (Hosseini and Entezami, 
2005; 2003; Hosseini and Gohari, 2013; Hosseini, 2006; 
2013; Armes and Miller, 1988). Polyaniline are commonly 

synthesized by chemical or electrochemical oxidation of 
aniline in acidic aqueous solution (Abdolahi et al., 2012; 
Hosseini et al., 2010, 2013a). However, other 
polymerization techniques have now been developed 
such as enzymatic (Silva et al., 2005), ultrasonic 
irradiation (Liu et al., 2002), polymerization using electron 
acceptors (Su and Kuramoto, 2001) and under electric 
and magnetic fields (Hosseini et al., 2009, 2013b). 

Although, the method of preparation is easy, the 
process ability is  found  to  be  very  difficult.  In  order  to 
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Figure 1. Scheme of formation all steps of Chit-g-P2AE. 

 
 
 
diversify these difficulties, the electrically conducting 
polymers are made blend with conventional polymers.  

In the preceding works, the authors have reported 
chemical and electrochemical synthesis of conducting 
graft copolymer of vinyl acetate with pyrrole and studied 
of its gas and vapor sensing (Hosseini et al., 2013a). In 
continuation, we have synthesized PANI grafted onto 
polyvinylpropionate (Hosseini and Entezami, 2005). Then 
investigation of sensing effects of polyaniline grafted on 
polystyrene for cyanide compounds (Hosseini, 2006) and 
graft copolymer of polypyrrole grafted on polystyrene for 
some of toxic gases (Hosseini and Entezami, 2005) were 

reported too. In this work, conducting polymer was 
employed to initiate the graft copolymerization of 2AE 
onto chitosan. So, the grafting P2AE onto chitosan was 
carried out by chemical polymerization. Therefore, effects 
of concentration of ammonium peroxydisulfate (APS), 
2AE, reaction time and temperature on graft 
copolymerization were studied by determining the 
grafting percentage, grafting efficiency and percentage 
add-on. In continuation, efficiency and grafting 
percentages and electrical conductivities of graft 
copolymer was measured. Figure 1 showed all steps of 
formation of Chit-g-P2AE. 
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EXPERIMENTAL 
 
Grafting procedure 

 
A typical graft copolymerization study was carried out as follow. 
Chitosan (W1 g) was immersed in definite concentration of acetic 
acid (2%) in a glass tube and thermo stated at 45°C for 30 min. The 
solution was deaerated by passing pure nitrogen gas for 30 min. 
Required amount of monomer, 2AE was added and de-aerated for 
another 15 min. Graft copolymerization was initiated by the addition 
of calculated volumes of APS (using standard solutions). The time 
of adding the oxidizing agent, APS was taken as the starting time 
for the reaction. The polymerization conditions were selected in 

such a way that no polymerization occurred in the absence of 
added oxidant. This was ascertained by a separate experiment. At 
the end of the reaction time, the reaction was arrested by blowing 
air into the glass tube to freeze further reactions. The grafted 
chitosan fiber along with the homopolymer poly 2-anilinoethanol 
(P2AE) were filtered from the reaction mixture using a G4 sintered 
crucible and washed well with 1M HCl for several times, dried (at 
80°C for 4 h) and weighed till to get constant weight. The weight of 
chitosan to be (W1, g) and the total weight of the grafted polymer 

along with the homopolymer was called W2, g.  
The mixture of the grafted chitosan/P2AE and the homopolymer, 

P2AE was soxhlet extracted with N-methyl pyrrolidone (NMP) for 
several hours to separate the homopolymer. The extraction process 
was repeated till the separation of the homopolymer from the 
grafted sample was completed. This was ascertained by drying the 
polymer grafted in vacuum till to get constant weight (W3, g). The 
difference in W3-W1 gives the weight of the grafted P2AE. The 
difference in W2-W3 gives the weight of the homopolymer, P2AE, 

formed and W4 is the weight of monomer used. 
 
 
Electrochemical synthesis of Chit-g-P2AE 

 
Electrochemical polymerization carried out by coating chitosan on 
surface GC disk working electrode, then growth P2AE onto 
chitosan in acidic solution. Chit-g-P2AE was prepared by applying 

intended potential to the electrode using potentiostate. In this 
electrolysis, a standard three-electrode cell, without any cell 
partition using a GC working electrode and Ag/AgCl as a reference 
electrode were employed. The electrolyte solution consisted of 0.1 
M 2-anilinoethanol in 20 mL of 2% acetic acid in water. The 
potential range for electrochemical polymerization and the scan rate 
were -0.5 to 2 V (versus Ag/AgCl) and 50 mVs

-1
, respectively. 

 
 
RESULTS AND DISCUSSION  
 
Graft copolymerization of synthetic polymers onto 
chitosan can introduce desired properties and enlarge the 
field of the potential applications of them by choosing 
various types of side chains. 
 
 
IR Spectroscopy 
 
Structural changes of Chit-g-P2AE were confirmed by 
FTIR spectroscopy (Figure 2a and b). The spectrums of 
chitosan (Figure 2a) observe the characteristic absorption 
bands around 3413 and 1624 cm

-1
. The strong peak 

around 3413 cm
-1

 due to the stretching vibration of O–H, 
the extension vibration of N–H, and inter hydrogen bonds  

 
 
 
 
of the chitosan. In graft copolymer, the peak at 3100-
3420 cm

-1
 is of quite reduced intensity and broad, (due to 

overlapping of O–H and -NH2 stretching groups of 
chitosan) (Figure 2b). There is a sharp peaks in 1510 and 
1389 cm

-1
, which is related to aniline ring and 1101 cm

-1
 

related to C-N stretching vibration bond. Reduced 
intensity of this peak with respect to chitosan shows that 
appreciable N–H at chitosan has been grafted with P2AE 
chain. From the IR data, it is clear that the grafted 
copolymer Chit-g- P2AE had characteristic  peaks of 
P2AE of chitosan, which could be strong evidence of 
grafting. 
 
 
Scanning electron microscopy 
 
Figure 3(a-c) shows the SEM micrographs of chitosan 
and Chit-g-P2AE after purification. Figure 3a shows 
chitosan surface is monotonous. Figure 3b provides 
direct evidence that polymer films are monotonous and 
unruffled. This sample has distinct one-phase 
morphology; so, it can confirm grafting of polymer without 
homopolymer. The photograph in Figure 3c shows that 
the cast film of Chit-g-P2AE is homogeneous and 
continuous. It is well known that chitosan has the good 
ability of degradation. Therefore, P2AE grafted with 
chitosan can improve its biodegradability. Chit-g-P2AE 
can play an important role in enhancing the compatibility 
physical properties of chitosan and conducting polymers. 
 
 
Conductivity measurements 
 
The conductivities of both grafted and ungrafted chitosan 
were measured. The Chit-g-P2AE showed a good 
conductivity value better than pure chitosan. It was found 
that the conductivity values increased with increase in 
percentage grafting (Table 1). This confirms the chemical 
grafting of P2AE onto chitosan matrix. 
 
 
Study of cyclic voltammetry 
 
The cyclic voltammograms for Chit-g-P2AE films grown 
and blank at different scan rates in acidic solution, GC 
disk as working electrode and Ag/AgCl reference 
electrode, with a reduced anodic potential limit are 
presented of Figure 4(a-c). Two pairs of well resolved 
oxidation peaks A and B which progressively developed 
at 0.9 and 1.3 V can be seen in Figure 4(a). First curve 
shows oxidation of chitosan moieties in the precursor, 
start to be oxidized for polymerization and red-ox 
behavior as well and it is electroactive completely.  

This strongly resembles the behavior of P2AE. Only a 
peak, the so called “middle peaks” B, which belong to the 
degradation products (Hosseini, 2006) is poorly 
recognized. The potentials of the first  peaks  A  in  Chi-g- 
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a 

 

b 
 
Figure 2. FTIR of a) Chitosan and b) Chit-g-P2AE film 

 

 
 
Figure 2. FTIR of a) Chitosan and b) Chit-g-P2AE film. 

 
 
 
P2AE are slightly less positive than the corresponding 
values in P2AE. With the same electrochemical 
conditions, the curve shapes of Chit-g-P2AE almost 
replicate the electrochemical behaviour of P2AE, 
confirming once more that the mechanism of the 
oxidation processes in Chit-g-P2AE are the same as in 

the case of P2AE. Figure 4(b, c) showed that cyclic 
voltammograms of Chit-g-P2AE in blank and different 
scan rates, respectively. Herein, leucoemeraldine is 
converted into emeraldine in form of oxidation doping in 
peak and in continuation of the fall in peak, emeraldine is 
oxidized to pernigraniline and then, in the emeraldine is  
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a 
 

 

b 
 

 

c  
 
Figure 3. SEMs of a) Chitosan, b and c) Chit-g-P2AE. 

 
 
 
reduced to leucoemeraldine.  

In both reduction systems, during  transferring  electron 
from polymer chain, to neutralize the load, the anions in 
the electrolyte exits to the polymer structure. In Figure 4a,
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Table 1. Electrical conductivities of samples. 
 

Polymer % Grafting Electrical conductivity (S/cm) 

Chitosan  - 1.9×10
-8

 

P2AE - 3.6×10
-3

 

Chit-g-P2AE 9.3 4.3×10
-5

 

Chit-g-P2AE 11.7 8.3×10
-5

 

Chit-g-P2AE 15.3 3.2×10
-4

 

Chit-g-P2AE 23.7 6.4×10
-4

 
 
 
  

 

a 

 

b 

 

 c  
 

Figure 4. Cyclic votammograms of a and b) formation and blank of 
Chit-g-P2AE film in scan rate of 50 mV/s and c) different scan rates 
using a GC disk electrode versus Ag/AgCl and 2% acetic acid. 
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Figure 5. TGA of Chit-g-P2AE film. 

 
 
 
reduction peaks in 50 mV/s scan rate was not seen, but 
reduction peak increased by decreasing scan rates. So, 
we can see redox peak in 10 mV/s, as well. 
 
 
Differential scanning calorimetry (DSC) and thermo-
gravimetric analysis (TGA) investigation 
 
Figures 5 and 6 showed TGA and DSC of Chit-g-P2AE. 
Figure 5 shows that, polymer started to become soften 
from 30°C up to 205°C, first. It approximately loses 23% 
of its weight, which is due to humidity and existing solvent 
in polymer chains. Secondly, at temperature about 205 to 
244°C approximately loses 8% of its weight, which is due 
to degradation of chitosan and side chain of P2AE. Third, 
at temperature of about 244 to 350°C, it starts to 
experience structural degradation and approximately 
loses 20% of its weight, which is due to degradation of 
polymer backbone. Chit-g-P2AE is thermally stable at 
temperatures below 205°C and in temperatures above 
205°C; the polymer starts degradation and completely 
decomposed at above 350°C. 

As shown in Figure 6 for Chit-g-P2AE, DSC curve, the 
endothermic peaks appear in 56 to 123°C (80°C), 162 to 
230°C (207°C) and 245 to 300°C (270°C) regions. The 
endothermic peaks are related to TGA degradation steps. 

The TGA and DSC curves show that Chit-g-P2AE has 
more thermal resistance than chitosan and P2AE. This 
curve has a nearly softening temperature in 200°C and 
destruction initiation in above than 200°C and in both 
polymers chitosan and P2AE is less resistance. Figure 7 
showed STA (DSC and TGA) thermmograms of chitosan 
for comparison. The STA curves show that Chit-g-2AE 
has a little more thermal resistance than chitosan and 
lower than P2AE. The TGA curve for chitosan has a 
softening temperature in 194°C and destruction initiation 
in less than 200°C and for Chit-g-P2AE degradation 
initiation over than 205°C. 
 
 
Rate measurements 
 
The rate of grafting (Rg), rate of homopolymerization (Rh), 
grafting and efficiency percentages were calculated as 
follows: 
 

Rg = 1000

W2-W3

W3-W1

V.T.M2AE

*

Rh =
V.T.M2AE

* 1000
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Figure 6. DSC of Chit-g-P2AE film. 
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Figure 7. STA (TGA and DSC) of Chitosan film. 
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Table 2. Effect of [2AE] on Rh and graft parameters. 
 

[2AE]  

(mol L
-1

) 

Rh × 10
7

 

(mol L
-1

 S
-1

) 

Rg× 10
7

 

(mol L
-1

 S
-1

) 

% 

Grafting 

% 

Efficiency 

0.1 3.5 1.5 9.3 7.8 

0.2 7.0 3.5 14.5 11.1 

0.3 9.1 5.3 19.2 14.5 

0.4 12.5 7.2 23.7 17.8 
 

[APS] = 1 mmolL
-1

, HCl = 0.1 M, weight of chitosan = 0.1 g. 

 
 
 

 
 
Figure 8. The plots of variation of Rh and graft parameters (Rg, 

%Gr, %Ef) at different [2AE] in presence of fixed of [APS] and 
[chitosan]. 

 

 
 

% grafting  = 100

W2-W3

W3-W1
*

% efficiency  = * 100

W1

W4  
 
where t = reaction time, M = molecular weight of the 
monomer and V = total volume of the reaction mixture. 
 
 
Effect of monomer concentration on Rh and graft 
parameters 
 
Experimental results obtained by changing the [2AE] in 
the range from 0.1 to 0.4 mol L

-1
 using APS as an initiator 

is given in Table 2 while keeping other experimental 
conditions as constant. The effect of varying the [2AE] on 

Rh and graft parameters such as Rg, % grafting (%Gr) 
and % efficiency (%Ef) are represented in Table 2 as 
well. The Rh and graft parameters value increased with 
increase in [2AE]. In an attempt to have further 
confirmation about the dependence of Rh and graft 
parameters (Rg, %Gr, %Ef) on [2AE] a different set of 
experimental conditions were made as represented in 
Figure 8. The plots of Rh and graft parameters vs. [2AE] 
were drawn. The plot indicates the first order dependence 
of Rh and Rg on [2AE] and intercept of the plots Rh and Rg 
vs. [2AE] were noted.  

 
 
Effect of initiator concentration on Rh and graft 
parameters 

 
The  effects   of   varying   the   [APS]   on   Rh   and  graft  
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Table 3. Effect of [APS] on Rh and graft parameters. 
 

[APS] 
(mmol L

-1
) 

Rh × 10
7

 
(mol L

-1
 S

-1
) 

Rg× 10
7

 
(mol L

-1 
S

-1
) 

%  
Grafting 

%  
Efficiency 

0.5 4.1 2.3 7.7 11.5 
1 5.8 2.9 11.2 15.0 
2 8.0 4.0 17.0 22.0 
3 11.5 6.3 20.7 31.0 

 

[2AE] = 0.2 molL
-1

, HCl = 0.1 M, weight of chitosan = 0.1 g. 

 
 
 

 
 

Figure 9. The plots of variation of Rh and graft parameters (Rg, %Gr, 
%Ef) at different [APS] in presence of fixed of [2AE] and [chitosan]. 

 
 
 
parameters are presented in Table 3. The [APS] was 
varied from 0.5 to 3 mmol L

-1
 while keeping other 

experimental conditions as constant. Here again, the Rh 
and Rg value showed increasing trend with [APS]. In a 
separate set of experimental conditions different from the 
above mentioned conditions, the effect of [APS] on Rh 
and graft parameters were studied (Figure 9). The plots 
of Rh, Rg, %Gr and %Ef vs. [APS] were drawn. Then 
direct plots were found to be linear and passing through 
the origin. Figure 8 indicated the first order dependence 
of Rh and Rg on [APS]. 
 
 
Effect of amount of chitosan on Rh and graft 
parameters 
 
The effect of amount of chitosan on Rh and graft 
parameters were studied under the conditions mentioned 
in  Table  4.  The  chitosan  weight  was  varied   between 

0.075 to 0.30 g while keeping other experimental 
conditions as constant. Rh and Rg increased with 
increase in amount of chitosan. In an attempt to quantify 
the order dependences, the effect of the amount of 
chitosan on Rh and graft parameters were studied under 
a set of different experimental conditions as specified in 
Figure 10. The plots of Rh and graft parameters were 
drawn. The slope values of the plots were found to be 
close to one indicating first order dependence of Rh and 
Rg on weight of chitosan. These plots were found to be 
linear and passing through the origin. The linear plots 
support the clear first order dependence of Rh and Rg on 
backbone amount.  
 
 
Mechanism of graft copolymerization 
 
A probable mechanism is proposed here to explain the 
experimental     results     obtained.     The      mechanism
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  Table 4. Effect of [Chitosan] on Rh and graft parameters. 
 

[Chitosan] 
(g) 

Rh × 10
7

 
(mol L

-1
 S

-1
) 

Rg× 10
7

 
(mol L

-1
 S

-1
) 

% 
Grafting 

% 
Efficiency 

0.075 0.20 0.70 2.4 1.0 
0.15 1.9 1.7 5.5 7.0 
0.23 4.2 2.7 8.8 12.0 
0.30 5.8 3.5 11.5 17.5 

 

[2AE] = 0.2 molL
-1

, [APS] = 1 mmolL
-1

, HCl = 0.1 M. 

 
 
 

 
 
Figure 10. The plots of variation of Rh and graft parameters (Rg, %Gr, %Ef) at 

different [chitosan] in presence of fixed of [2AE] and [APS].  

 
 
 
suggested for graft copolymerization of P2AE onto 
chitosan in this paper is based on the mechanism 
proposed by few research groups. Shim et al. (1990), 
Bhadani et al. (1996) and Anbarasan et al. (2000) 
explained the formation of homopolymer via radical 
cation and mechanism for the graft copolymerization of 
PANI onto various natural polymers by chemical and 
electrochemical methods. Taking the above mechanisms 
as basis, a probable mechanism is suggested here to 
explain the modification of chitosan through chemical 
grafting. Probable mechanism for APS initiated graft 
copolymerization of 2AE onto chitosan. 

Initiation reactions

2AE  +  APS

APS (R )

R +  Chitosan Chitosan

R +  2AE

Chitosan  +  APS Chitosan

2AE

2SO4

2AE  



 
 
 
 

Homopolymerization

    + Dimer  +  2H

R

R DimerDimer  +

Dimer    +  Dimer Tetramer  +  2H

RTetramer  + Tetramer

Tetramer  + Oligomer

Tetramer    + OligomerTetramer

Oligomer  + Oligomer

Oligomer Oligomer+ Homopolymer  (P2AE)  +  2H+

P2AE  +

 +  2AE   +   P2AE

(auto acceleration)

Oligomer + Homopolymer  (P2AE)

2AE

2AE

P2AE

2AE

2AE2AE

R

P2AE

 

Chitosan  +  R Chitosan

Graft copolymerization

+  2AEChitosan Chit-2AE

Chit-Dimer  +  2H

Chit-Dimer  +  APS Chit-Dimer

Chit-Dimer +  2AE
Chit-Oligomer

Chit-Oligomer +  2AE Graft copolymer (Chit-g-P2AE)

Chit-2AE  +  2AE Chit-2AE-2AE

Chit-2AE  +  2AE

Chit-2AE  +  2AE

 

Rg = 1000 = 10.20 molL-1s-1

W2-W3

W3-W1

V.T.M2AE

*

Rh =
V.T.M2AE

* 1000 = 16.66 molL-1s-1

 
 

In a grafting system of 2AE, APS and chitosan, the 
relation of the rate of grafting (Rg) with the monomer, 
chitosan and initiator concentrations after calculations of 
slop of lines from Tables 2 to 4 can be written as: 
 
Rg α [APS]

1.750
,  Rg α [2AE]

0.969
,  Rg α [Chit]

1.188
  so; 

 
Rg = K[APS]

1.750
[2AE]

0.969
[Chit]

1.188 
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Conclusion 
 
Graft copolymerization was employed as an important 
technique to obtain a chemically and electrochemically 
modified chitosan. The 2AE was successfully grafted 
onto the chitosan backbone in an aqueous acidic medium 
condition. There are higher graft percentage and lower 
homopolymer formation. The grafting process was 
confirmed by IR analysis. Based on the TGA and DSC 
results, it was found that the grafted chitosan was more 
thermally stable than ungrafted one due to the 
incorporation of 2AE, which may broaden the range of 
chitosan application. In addition, the SEM micrographs 
indicate that the graft copolymer is efficient to improve 
the compatibility of binary blend of chitosan and P2AE.  
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This paper presents investigation on availability carried out on six steam unit generators in Egbin 
Thermal-Power Station in Nigeria. The availability investigation covers from 2005 to 2011 and was done 
through an exhaustive collection of data from samples of operating facilities in the power station. Data 
was collected from plant user maintenance log, operation records and manufacturers’ data were also 
sources of information. This investigation used the IEEE std 762 generator performance indices 
amongst other calculated key operational availability indices in the evaluations and analysis of the 
collected data. A software program was developed, ‘Function Outage Parameters (OP)’, using the 
outage frameworks of data collected from the station. The program was implemented in MATLAB 11.5b 
which provided user-friendly Graphical User Interfaces (GUI) and corresponding output results in 
numerical values in tables of values and graphs. The data was used to evaluate all the six generating 
units available in the station. The result was used to appraise a periodic availability assessment of all 
the generating units. The study has demonstrated that availability has a very major impact on power 
generation and plant economy. The investigations ensured quantified (computed) comparative analysis 
for planned and unplanned outages by using results to estimate unit generators‟ performance capacity 
credibility. The availability results generated by stations values were: ST01 = 89%; ST02= 89.99%; ST03 
=85.24%; ST04 = 87.45%; ST05= 86.50%; ST06 = 29.71% while the overall availability is 88.35%. Result 
shows reduction in plant availability is caused by increased number and duration of forced outages. 
The causes and durations of forced outages and unscheduled maintenances were identified through 
the study of outage causes. The use of a historic failure database to identify critical components for 
improvement of generating unit availability is demonstrated. While Nigeria is practically hungry for 
power supply availability to support economic growth and provide basic modern energy services to her 
people though the energy level is still abysmally low, the facts presented herein are sufficient to exhibit 
the importance of power availability and unit performance measurement in enhancing the country 
energy revolution and development. 
 
Key words: Availability, performance, generators, steam turbines, maintenance, reliability. 

 
 
INTRODUCTION  
 
As power supply availability becomes the current catchphrase in business, industry, and society at large in  
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Nigeria, energy researches on availability is 
indispensible. The increasing competition in the electricity 
sector has had significant implications for plant 
operations; it requires thinking in strategic and economic 
rather than purely technical terms (André et al., 2007). 

The overall power scene in Nigeria indicates heavy 
shortages almost in all states of the federation. The 
situation may be aggravated in coming years as the 
demand is increasing and if the power industry does not 
keep pace with the increasing energy demand. 

In recent past, Nigeria has been referred to as a „Nation 
that has Covenant with Darkness‟ by the Tell Magazine 
July 27, 2009. They were not far from the truth as a 
country with a population of over 140 million people had 
only 1500 MW of electricity to share at that time. This 
was put at 15.58 kW per individual per annum by the 
Central Intelligence Agency (CIA) Factbook (2007). That 
is about 1500 MW total generation. However, people 
have diverse view about the root cause of the electricity 
problems. Nigeria ranks abysmally low compared to other 
countries of Africa, as shown in the CIA Factbook (Tell 
Magazine July 27, 2009). The challenges of energy 
production vary from nations to nations. However, electric 
energy is produced and delivered practically on real time 
and there is no convenient method to readily store it, 
hence, it is said that electricity is simply ubiquitous. 

While rapidly growing economies like Nigeria is hungry 
for practically any power to support economic growth and 
provide basic energy services to her people, the 
industrialized nations of the world are focusing on 
ensuring secured electricity supplies at competitive prices 
also in an environmentally acceptable way. 

In order to achieve this goal, compulsory availability 
data documentation is crucial. The traditional measures 
used in reliability evaluation are probabilistic and 
consequently, they do not provide exact predictions 
(Richwine, 2004). They only state averages of past 
events and chances of future ones by means of most 
frequent values and long-run averages (Fernando, 1999). 
These measures that are mostly "factors" (Equivalent 
Availability Factor (EAF), the Forced Outage Factor 
(FOF) and Unit Capability Factor (UCF) use as their 
denominator the entire time period being considered 
(typically one year and above) without regard to whether 
or not the unit is required to generate (Richwine, 2004). 
Commercial availability is a proper availability evaluation 
used as a source of information that can be 
complemented with other economic and policy 
considerations for decision making in planning, design 
and   operations   in   the   power   industry.    Operational  

 
 
 
 
availability  is  the  quantitative  link   between   readiness 
objectives and supportability. The new “deregulated” 
(horizontal) structure in Nigeria is practically based on 
market principles, favouring competitions amongst private 
participants and consumer choice. 

Under deregulation, a competitive power production 
becomes standard operation procedure. The quality of 
power a company produces becomes the measure of its 
success (Killich, 2006). Under the deregulation setting, 
energy particularly power generation should be decided 
by its quality. This supports the customer view point 
which is summed up into two concepts: technical and 
economical. Technical concept is all indicated in availability 
and reliability indices. The economical concept is integrated 
in electrical energy price which is required to be in the 
lowest possible range. While the managerial concepts 
which are figured in the performance indices are: 
availability, reliability and productivity (Mahmoud et al., 
2000). 

When deregulation is fully established, it will require the 
utility, Independent Power Producer (IPP), National 
Integrated Power Producers (IPP) and other Power 
Producers (perhaps Industrial Power Producers, IND) to 
bid power competitively at current market rates. In this 
case, the power producer that operates at the lowest cost 
per kilowatt-hour will thrive in this challenging 
environment. As we progress under deregulation thus, 
the traditional technical measures will become 
inadequate. This will thrust utilities to add specifics in 
terms of measurements that provides and help build on 
their traditional economics. This requires high importance 
to be placed on power plant performance and availability 
indices to form groundwork for performance and 
benchmarking (Richwine, 2011). 

Turbine units more than 25 years in operation face 
serious threats in view of their remaining lifetime. Even in 
case of proper operation and maintenance talk less, 
absence of proper operation and maintenance (Stein and 
Cohen, 2003). The ageing of power plants leads to higher 
production cost which presently faces the Nigerian 
Electricity Generation Industry, mainly due to the 
following according to Stein and Cohen (2003):  
 
i. Duration, occasioned by deterioration of original 
performance level (output and efficiency) and  
ii. Decline in availability occasioned by increased number 
and duration of forced outages. 
 
The availability of a complex system such as a steam 
turbine unit, is basically associated with its parts reliability 
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and  maintenance  policy.  This  may   be   enhanced   by 
proper recording of failure rates and maintenance 
frequencies and etc. Timely and appropriate recording of 
these data could help in product improvement by 
manufacturers (insight on design improvement) and to 
identify critical components for improvement to enhance 
system reliability, availability and maintainability 
evaluations based on a historical failure/outage database. 

This question however highlights the need for systems 
that will consistently and rigorously seek to classify 
outage events using the performance indicators to justify 
their progress. Consequently, availability performance 
indicator amongst others is indispensable. 
 
 
Background 
 
The operation of a generating unit requires a coordinated 
operation of hundreds of individual components (Casazza 
and Delea, 2003). Each component has a different level 
of importance to the overall operation of the operating 
single unit. Failure of some pieces of equipment 
particularly the auxiliaries might cause little or no 
impairment in the operation of a generating unit.  

Still, some might cause immediate or total shutdown of 
the unit if they fail. The failure rates of all the various 
components of a generating unit contribute to the overall 
unavailability of the unit. The unavailability of a 
generating unit due to component failure is known as its 
„forced outage rate‟. Generally, according to NERC/IEEE 
std 762, loss of generation have been distinguished to be 
caused by problems within and outside plant 
management control such as substation failure, 
transmission operating/repair errors, acts of terrorism or 
war, acts of nature (lightning) whether inside or outside 
the plant boundary (NERC/IEEE std 762 2006).  

In a deregulated environment, competition is 
indispensible. Still, some might cause immediate or total 
shutdown of the unit if they fail. This has brought about 
the need for efficient allocation and use of available 
energy resources and power generation assets; effective 
scheduling of plant activities, such as outages and 
maintenance; greater use of analytical tools to 
conduct/benefit evaluation of proposed activities are 
changing the industry mindset (André et al., 2007). In 
another development, various components of a 
generating unit must be removed from service on a 
regular basis for preventive maintenance or to completely 
replace component(s) before forced outage results. This 
is called maintenance outage and major maintenance 
would include turbine overhauls, generator rewinds and 
boiler turbines, for which complete shutdowns are 
required. In summary, any condition requiring repairs 
which can be postponed to a  weekend  is  referred to  as  
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„maintenance outage‟. If the unit must be removed from 
service during week days for a component problem, this is 
usually referred to as forced outage (NERC/IEEE std 762). 

Meanwhile, forced outages are events whose specific 
occurrence cannot be predicted but can be described by 
using probabilistic measures. Maintenance outages are 
event which can be scheduled in advance. This 
difference is important in making analyses of total 
generator requirements for a system. The major area of 
judgment and discretion involved in classifying availability 
data is that they are usually influenced by economic and 
reliability considerations. For this reason, compilation and 
analyses of data requires extensive judgment and 
experience (Casazza and Delea, 2003). 

With the traditional technical measure being considered 
inadequate in the now, supposedly competitive Nigeria 
Electricity Supply Industry NESI, there is need to place 
high importance on power plant availability measurement 
as font for performance measurement and benchmarking. 
Commercial availability accurately reflects more, the 
present-day market place. It therefore remains critical 
that the Nigerian power industry generate more 
meaningful metrics to evaluate commercial availability as 
the need to maximize utility from limited financial 
resource is equally important on both regulated and 
competitive environment. In a broader way, 
benchmarking with gap analysis offers a valuable input to 
the cost reduction and performance improvement in 
power generation management. The global liberalization 
of the electricity market is forcing utilities to deliver 
electrical energy with high efficiency and at a competitive 
price (Chirikutsi, 2007). The last sentence seems to be 
the „catch-word‟ of the current deregulation exercise. 
Failure of some pieces of equipment particularly the 
auxiliaries might cause little or no impairment in the 
operation of a generating unit. 

The combination of industry averages and the 
variability of distribution of data basing on technologies, 
size, age and mode of operation of the peer group plants 
are also of importance to performance improvements 
(Chirikutsi, 2007). 

In this paper, performance measurements are considered 
to be based on statistical technical availability (Operational 
(commercial) Availability) of electric generating unit 
based on time and energy. The operational availability is 
considered appropriate for the following reason: 
 
 
Availability measurements 
 
Before you can begin to control anything, „system‟ simple 
engineering  methodology  demands  that,  we  must  first 
measure it. The same applies to availability; even more 
so given the cost of implementing highly available  
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systems can double for just a fraction of percentage of 
availability. The key is obviously to minimize downtime, 
since as downtime approaches zero, availability 
approaches 100%. Not all downtime results from 
unexpected system outages, since it also includes 
scheduled maintenance. Downtime consists of two 
categories: planned and unplanned, while unplanned 
downtime is the result of an unexpected system failure, 
planned downtime is that from planned system 
maintenance such as upgrades and patch installs. 

This study is meant to improve procedures for 
estimating performances of generating units and systems 
of generating units from operational and technical angle. 
Hence, it is useful to discuss purposes and uses of some 
of the specific generating unit performance indices. For 
example, the forced outage rate (FOR) is used widely in 
generation system reliability and probabilities production 
cost studies. Indices including FOR, availability factor 
(AF), and unavailability factor (UF), are time based 
indices and depend strictly on the cumulative time in 
specific plant unit. But here, availability, reliability and 
productivity indices and parameters were evaluated to 
justify study objectives. The IEEE std 762 [IEEE Power 
Engineering Society, 2006] was used for the definitions 
and formulas. 
 
 
Impact of downtime 
 
Not all systems have the same level of dependency on 
availability. Downtime in some systems may be painful, 
like in the case of power generation supply, but the 
impact may be localized so that only a small group of 
users are affected (Islanding in transmission and 
distribution). 

More than ever before, now availability has become a 
critical design criteria in energy industry–this is not to say 
that availability has not been important, but the impact of 
downtime and exposure has become much greater in 
considerations in repairable system design and 
implementations, particularly under deregulated market 
structure. More so, the desire to stand head-high above 
other competitors has also given this criterion a boost. 
The reason for this is that, we now provide systems that 
interact directly with customers, and there is no insulation 
between the system problems and those customers (Like 
the prepaid meter, and recharge cards etc.). There is a 
wide range of the cost of downtime, so it is useful to 
categorize the impact of downtime into different 
categories. Many applications can be classified into the 
following groups: 
 
a. Mission critical: If the application is down, then critical 
production processes and/or customers are affected  in  a  

 
 
 
 
way that has massive impact on its profitability. 
b. Business critical: Downtime that is often not visible to 
customers, but does have a significant cost associated 
with it. 
c. Task critical: The outage affects only a few users, or 
the impact is limited and the cost is insignificant. 
 

A close study of the above applications informs that the 
more mission critical oriented our application, the more 
the focus on availability efficiency should be. 
Unfortunately, increases in availability do not come for 
free. It is often tempting to try to increase system 
availability by first spending money on the system. 
Hence, precedence must be adhered to. 
 
 
Availability performance 
 

Availability performance is the ability of an item to be in a 
state to perform a required function under given 
conditions at a given instant of time or over a given time 
interval, assuming that the required external resources 
are provided. This ability depends on the combined 
aspects of reliability performance, maintainability 
performance and maintenance supportability (IEC 60050 
(191-02-05)). 

A power plant generator is an active component 
therefore in this case, everything is considered active. 
Such components will give an immediate feedback if 
there is a failure. Corrective maintenance is normally 
carried out shortly after a component has failed. The 
purpose is to bring the component back to a functional 
state as soon as possible. The component may be 
replaced or repaired. The calculation formulas assume 
that the repaired component will bring it to “as good as 
new” condition (Mahmoud et al., 2000). 

All items are assumed operating unless failed. The 
exception would have been standby redundancy, but this 
scarcely exists in this power station because of high 
power supply demand. 

The results in the analysis are based on two 
fundamental rules for combining probabilities:  
 

1. If A and B are two independent events with 
probabilities P(A) and P(B) of occurring, then the 
probability P(AB) that both events will occur is the 
product: 
  
P(AB) = P(A).P(B)  
 
2. If two events A and B are mutually exclusive so that 
when one occurs the other cannot occur, the probability 
that either A or B will occur is:  
 

P(AB) = P(A) + P(B)  



 
  

 

 

 
 
 
 
This is used as a validation for fall calculations and 
computer simulations carried out. 

In Javad (2005), like reliability, availability is considered 
a probability. If we considered a system which can be in 
one of two states, namely „up (on)‟ and „down (off)‟ as 
stated earlier. By „up‟ it mean that the system is still 
functioning while by „down‟ it mean that the system is not 
functioning; in this case it is being repaired or replaced, 
depending on whether the system is repairable or not. 

Technically, availability performance is defined in four 
measures of: the availability function, limiting availability, 
the average availability function and limiting average 
availability. All of these measures are based on the 
function X(t), which denotes the status of a repairable 
system at time t. The instant availability at time t (or point 
availability) is defined by (Javad, 2005): 
 
A(t) = P(X (t) = 1)                 (1) 
 
This is the probability that the system is operational at 
time t. Because it is very difficult to obtain an explicit 
expression for A(t), other measures of availability have 
been proposed. One of these measures is the steady 
system availability (or steady-state availability or limiting 
availability) of a system, which is defined by: 
 
A = Limit t→∞ A(t)             (2) 
 
This quantity is the probability that the system will be 
available after it has been run for a long time, and it is a 
very significant measure of the performance of a 
repairable system. Because it is very difficult to obtain an 
explicit expression for A(t), other measures of availability 
have also been proposed. For X(t) = 1, if the system is up 
and at time t = 0, system is down (Javad, 2005). The 
Equations (1) and (1) respectively, are used here only for 
the explanation of technical availability concept. 

Any improvement in the unit‟s reliability and availability 
is associated with the requirement of additional effort 
through performance improvement. It is, therefore 
imperative to evolve techniques for reliability and 
availability allocation amongst various units of a system 
with minimum effort (Javad, 2005). However, some of 
these factors do not correctly describe the true state of 
the units. 

For instance, if a peaking unit was required to generate 
100 h/year but experienced forced outages during 25 of 
those demand hours (and no other outages over the 
8760 h in the year), it would still have an EAF and UCF 
of: (8760-25)/8760 x 100 = 99.71% and a FOF and UCLF 
of (25)/8760 x 100 = 0.29% which are still relatively very 
high. 

These numbers might look good on paper but the 
reality is  that  the  unit  could  only  produce  75%  of  the  
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power required of it. So these factors do not correctly 
describe the unit's ability to produce its rated capacity 
when demanded. 
 

Mathematically, Operational availability is defined: 
 

 
 

 
 
 
                                                    Up Time 

Mathematically, Ao =  
                                               Operating Time       
 

 
 

 
 
 
                                       Available Hours             100 

 Availability, AV =                           × 
                                          Period Hours                 1   
 

 

 

Availability, AV=  
𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒  𝐻𝑜𝑢𝑟𝑠     

𝑃𝑒𝑟𝑖𝑜𝑑  𝐻𝑜𝑢𝑟𝑠
 𝑥 

100

1
 

 

 
 

Where, Available Hours = Period Hours – Forced Outage 
Hours – Scheduled Outage Hours. 

It is the probability that an item will operate 
satisfactorily at a given point in time when used in an 
actual or realistic operating and support environment. It 
includes logistics time, ready time, and waiting or 
administrative downtime, and both preventive and 
corrective maintenance downtime. Other availability 
performance indices have been developed for accurate 
measures amongst which are equivalent availability etc.  

The availability of a unit generator determines its 
performance credibility. The status of a generating unit is 
conveniently described as residing in one of several 
possible states. A hierarchical representation of these 
states is shown in Figure 1. 

In any good electricity supply environment, power 
generation for an area must be simple (matrix) mix of 
three types of generations: 
 

i. Based–Load Generation: This runs continuously to 
supply the minimum requirements of the area. This type 
has shock absorbing capabilities.  
ii. Intermediate Generation: This runs to upgrade day 
time loads.  
iii. Peaking Generation: This is started rapidly to meet the 
few peak hours on a peak day, or to provide immediate 
support for an area in the event of a contingency on the 
power system.  
 

The last two fall within the range of frequency generators 
which are used for grid optimization. The two technical 
reasons for these categories are the ability of the 
generator to maneuver and the other, is its efficiency. A 
generator can maneuver if it can run at a wide range of 
output power levels, and change output power levels 
quickly.  
 
 
Energy quality and availability 
 

In a deregulated power structure, energy particularly 
power generation should be decided  by  its  quality.  This 
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range of output power levels, and change output power levels quickly. 

 

 

 

 

 

 

 

Figure 1: Simple Generation Unit States 

UNIT  
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SHUTDOWN    

 
 

Figure 1. Simple generation unit states.  
 
 
 

supports the customer view point which is summed up 
into two concepts: technical and economical. Technical 
concept is all indicated in availability and reliability 
indices. The economical concept is integrated in electrical 
energy price which is required to be in the lowest 
possible range. While the managerial concepts-which are 
figured in the performance indices-are: Availability, 
reliability and productivity (Mahmoud et al., 2000). 

 
 
Generator performance measurement gains 
 

A properly planned generator unit availability 
improvement program can go a long way to optimize 
overhaul intervals and many more. The cost advantage is 
immense and more so, there will be: 
 

a. Long – term availability increase as a result of fewer 
overhauls on the generators, 
b. Decrease in post–overhaul failures due to fewer 
overhauls performed on the system and subsequent 
overall improvement in availability, 
c. Increased availability as result of specific repairs that 
will be made without overhaul required. Data monitoring 
helps to track increase in forced or maintenance outages 
and identifies components responsible. 

 
Operational availability is the quantitative link between 
readiness objectives and supportability. Availability is a 
performance criterion for repairable systems that 
accounts for both the reliability and maintainability 
properties of a component or unit system. 

It is defined as “a percentage measure of the degree to 
which machinery and equipment is in an operable and 
committable state at the point in time when it is needed”. 
It is the degree (expressed as a decimal between 0 and 
1, or the per-unit) to which one can expect a piece of 
equipment system to work properly when it is required. 
Technical considerations also classify  the  characteristic 
non-maintained and maintained systems. The non-

maintained systems either fulfill their missions (by 
surviving beyond expected time) or fail it (by perishing 
before the expected time is completed). In contrast, 
maintained systems can be repaired (maintained) e.g. a 
unit generator, and put back into operation (Romeu, 
2010). Ultimately, the contractual parties to deregulation 
in the entire energy sector that is, generation 
transmission and distribution are focusing on unilateral 
objectives, which normally are different from each other, 
and trying to reach them separately (Killich, 2006). In 
view of the forgoing, the operating requirements largely 
depend on reliability, maintainability and availability of the 
operating units of generators. 
 

 

Maintenance cost advantage gains 
 
According to GADS (2007), when performance 
improvement is properly planned, it is estimated that the 
cost of a turbine overhaul for one unit will be $3 million, 
making the annual cost of an overhaul done on a three-
year interval $1 million. Extending the interval to seven 
years ($60,000 equivalent hours), the cost is about 
$400,000 a year. Total annual savings will be $600,000 a 
year per unit (Kopman et al., 1995). 

 
 
Fuel savings   
 
According to GADS, the fuel savings that results from 
repairs or modifications accomplished during an overhaul 
of a plant investigated was $1 million in a year when 
compared with the time the company started its 
investigation on optimization of overhaul intervals. This 
means that, extensive upgrade of old generators 
particularly through the life extension programs can 
almost assumes new units status. This in effect increases 
availability due to fewer overhauls. Post–overhaul failures 
decreases because of fewer overhauls performed and 
consequently, leads to overall improvement in availability.  
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Table 1. Egbin power plant commissioning dates. (Source: Egbin Thermal Business Unit Power Station).  

 

Unit code name Unit commissioning dates/year Order of commissioning 

ST-1 11/5/1986 3rd 

ST-2 11/11/1985 2nd 

ST-3 11/5/1985 1st 

ST-4 11/11/1986 4th 

ST-5 11/5/1987 5th 

ST-6 11/11/1987 6th 

 
 
 
Plant equipment availability will also increase because 
specific repairs could be made without requiring 
overhauls (Kopman et al., 1995). 

To be able to manage this process, the availability 
engineer can handle this by using six standard review 
processes which include reason for improvement; definition 
of problem; careful analysis; solution projection; results 
and process improvement (Kopman et al., 1995). All 
steps must be supported by facts. We can establish the 
need for improvements by stratifying the areas of 
concerns with respect to impact to generation loss. We 
can study the description of events to define problems. 
Root cause analysis is performed to identify all possible 
causes of events. 
 
 
BRIEF DESCRIPTION OF EGBIN ELECTRIC 
THERMAL POWER BUSINESS UNIT 
 

The decision to site a thermal power station in Lagos 
metropolis came up in 1982 by the Federal Government 
of Nigeria under President Shehu Shagari. The Egbin 
power plant is located at Igede, near Egbin Town of 
Ikorodu Local Government of Lagos State, Nigeria. The 
power station is located about 40 km North East of the 
City of Lagos. It is situated by the Lagoon around Igede 
village. Its situation by the Lagoon satisfies the logistic 
need as well as the water supply requirements of the 
steam power plant. The Egbin power station is a thermal 
(steam) power plant. It also utilizes chemical energy of 
natural gas fuel or LPFO/HPFO (Low pour fuel oil/ High 
pour fuel oil) through combustion processes in the boiler 
to generate high pressure and temperature steam to run 
a three stage steam turbine. This is directly coupled to 
the generator motor at rated speed of 3000 rpm capable 
of generating maximum power of 220MW. 

The Egbin power station consist of 6 (six) installed units 
each having a capacity of generating 220MW at 
maximum continuous rating (MCR). The station has a 
total installed capacity of 1320MW, the boiler at a 
capacity of 705t/h are designed for dual firing of natural 
gas and low/high pour fuel oil (LPFO/HPFO) (Table 1). 

MAJOR CAUSES OF OUTAGES UNAVAILABILITY 
SUMMARISED FROM FIELD OUTAGE DATA 
RECORDS 
 
This section summarizes the major interpretations for the 
various graphical presentations which includes 
description and causes of various major outages (As per 
Planned outage, Maintenance Outage, Forced outage) of 
the six (6) generating units within the period of 
investigation of the power station.  

For every increase, it is either steady rise, sharp rise, 
an upward, trend, or a boom (a dramatic rise) and for 
every decrease either a decline, steady fall, sharp drop, a 
lump (a dramatic fall), or a reduction. Plateau normally 
levels out, does not change (steady), remained stable or 
stayed constant (maintained the same level). 

Some of the reasons for the pattern exhibited by the 
different units‟ graphs are summarized. Some of these 
events are yearly repetitive and were summarized. The 
events (generated from the outage report and operators‟ 
log) which brought about the unavailability of the Egbin 
plant Units as reflected in the output graphs are: 
Industrial action, inspections and annual routine 
maintenance (RAM), annual overhauls, low gas head 
pressure making all BFP's trip, under frequency/ABC 
power failure, shutdown on ATS/Governor problem, SH 
output safety valve, tube leakage of secondary super 
heater, high main steam temperature, 330KV Switchyard 
inter-trip alarm, shattered current transformer in the 
Switch Yard, ground relay trouble, serious steam 
leakages, burners valve closed trip, condenser cleaning 
problems, de-mineralized water crisis, boiler tube 
leakage, natural gas header trip, fire outbreak due to 
frequency disturbance, bearings problems, heater bypass 
load runback failure, extreme low instrument air pressure, 
partial loss of flame, loss of excitation, generator 
hydrogen level, exploded furnace, system surge, unit 
service transformer fault, stage negative phase 
sequence, lifting of drum safety valve, very low main tank 
oil level, ATS failure, broken carbon brushes holders, loss 
of burner B1, generator main seal oil pump failure, 
pigging exercise at National Gas Company (NGC), super- 
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heater attemprator nozzle problem, generator rotor 
ground fault, Unit 6 was on forced outage due to furnace 
explosion and boiler tube leakage throughout the entire 
year 2006. Unit 6 was on forced outage due to furnace 
explosion and boiler tube leakage 2007 to 2011 in the 
years under review.  
 
 
EGBIN DATA GENERATED FROM RAW FIELD DATA 

ARRANGED IN MATRIX FORM FOR ALL THE PARAMETERS 
ANALYSIS USING MATLAB SOFTWARE 

 
The data in from the outage report from Egbin Power station 
rearranged, yielded the data used for MATLAB analysis as 
presented: 

Some of the formulas amongst others inputted into the model 
program are listed as follow (IEEE Power Engineering Society, 
2006) 
 

 
 
 
Egbine input data (from 2004 - 2011) 
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However, the analysis modeling output result shows some 
abnormally high availability values for some units which would not 
reflect the real situation. This may have been caused by frequent 
shutdowns and data manipulations; recording patterns which does 
not align with the IEEE std 762 reporting standards. 
 
 
Parameters analysis 

 
Data were generated for a total number of 22 parameters and 
indices from the data inputs entered. A corresponding numbers of 
graphs were also plotted after analysis by using MATLAB software. 
But only few out of the 22 parameters and indices are presented 
here. Some of the input data are also presented. The reasons for 

the graphical patterns are also presented as deduced from the 
outage report with reasons for major outages experienced within 
this period of seven years. They are presented before the final 
summary (Figure 2a-e). 
 
 
Egbin output result data from MATLAB  
 
Using the above data as inputs for the software program written, 

the following output data results and graphs are generated as 
presented in this article. 
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Figure 2a-e. Graphical outputs from analysis of data using MATLAB a. Egbin Availability for 2004 – 2011; b. Egbin Equivalent 

Availability for 2004 – 2011; c. Egbin Forced Outage Factor for 2004 – 2011; d. Egbin Available Hours for 2004 – 2011; e. Egbin 
Planned Outage Factor for 2004-2011. 

 
 
 

Egbin output parameters result data op4(6) 
 
Egbin availability from 2005-2011 =  

 

 

Egbin availability factor from 2005-2011 = 
 

  

Egbin equivalent availability factor from 2005-2011 = 
 



 
  

 

 

 
 
 
 
Egbin forced outage factor from 2005-2011 = 
 

 
 
Egbin service factor from 2005-2011 = 
 

 
 
Egbin starting reliability from 2005-2011 = 
 

 
 
Egbin planned outage factor from 2005-2011 = 
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Egbin capacity factor from 2005-2011 = 
 

 
 
Egbin forced outage rate from 2005-2011 = 
 

  
 
Egbin Fp from 2005-2011 = 
 

 
 
Egbin Ff from 2005-2011 = 
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Egbin EFORD from 2005-2011 = 
 

  
 
Egbin maintenance outage factor from 2005-2011 = 
 

 
 
 
SUMMARY 
 
Egbin Power Plant had most of the failures related to 
incessant outages occasioned by both issues within plant 
management control and outside plant management 
control. Majority of the reasons within and without plant 
management control as shown in the outages reasons 
earlier. Availability of turbine unit generator as expressed 
earlier is the percent of time; the turbine is available to 
generate power in any given period at its acceptance 
load. This specifies that higher percent value means high 
availability of the plant units, while low indicates 
limitations in power generation capacity. 

The results obtained are a combination of the graphical 
output trend and the results from the output summaries 
and averages above. From the results, the availability of 
the units peaked at various times of the years. ST01 
peaked at 98.07% in 2010, while ST02, 03, 04, 05 and 06 
peaked at 96.13, 96.55, 97.19 and 98.48%, respectively 
in 2005. The overall availability of the entire units 
averaged at 89.00%. ST01 has the highest availability in 
2010. But the year 2007 had the lowest percent values 
for majority of the station units. Units ST01, ST02, ST04, 
and ST05 had their lowest values in 2007 as 68.42, 
80.83, 77.60, and 74.89, respectively. ST06 went out on 
Furnace explosion in 2006 but had its lowest value at 
0.0% but for the period it run, it had 96.30% as it‟s lowest,  

 
 
 
 
while ST03 decreased significantly between 2008 and 
2009 to as low of  about  69.78%  availability.  Equivalent 
availability factor which indicates that both full forced 
outages and deratings which has characterized the entire 
units has been considered in the evaluations and also 
shows that availability is limited majorly by outages which 
is also revealed in the same trend as seen from the 
graphical output result above (Tables 2 and 3). 
 
 
FINDINGS 
 
There is gross inconsistency in data presentation coupled 
with incoherent and non-uniform presentation of 
operational activities, particularly in data presentations. 
The failure rate which is a determinant of reliability and 
availability is a reasonable measure for stability of 
generating units and indication for economical 
effectiveness of repairs. On the overall, the trend of 
availability and other indices and parameters fluctuated 
greatly within the period of investigation and on the 
average, could not reach up to the expected benchmark 
within the seven years span owning to reasons given 
above for their unavailability. 

When we reconcile these results output values to the 
parameters and indices definitions and implications on 
generators (NERC/IEEE std 762), it becomes clear that 
some of the units‟ generators performed below potentials. 
The high values of availability and other parameters were 
due to the fact that full and prorated partial forced outage 
hours are not accounted for. However, it is likely that the 
time to restore a unit to full capability would average 
more than five hours for a single generator during 
demand periods. It is much more probable that the total 
forced outage hours would be several times higher (some 
previous studies suggest that the average restoration 
time for a gas turbine forced outage is on the order of 24 
h for base loads) (Richwine, 2004). 

However, equivalent availability is another index 
considered very effective in this regards. It is another 
measurement which can be tracked based on outage 
reporting style; it has become increasingly popular in the 
new power performance measurement. This is not same 
with the traditional time-based availability measurement 
expressed above (GE Power systems, 2000).  Equivalent 
availability considers the lost capacity effects of partial 
equipment deratings and reports those effects as 
equivalent unavailable hours (GE Power systems, 2000). 
For example, if a unit operated for 100 h with an 
equipment limitation at 80% of nominal rated capacity, it 
would be considered to have accrued 100 h x 20% 
derating = 20 equivalent derated hours. For operating 
hours of 100 h, the traditional (time-based) availability 
would show as 100%; but, the equivalent availability
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Table 2. The averages of overall summary of all parameters (Total) and indices for Egbin Power Station (Source: Fergus (2015) Unpublished 

material: The Inherent Energy Crisis in Nigeria). 

 

Generator parameter 
Unit Station sum Averages 

1 2 3 4 5 6     

Availability for 2004-2011 89 89.91 85.24 87.45 86.5 25.71 463.81 77.3 

Availability factor for 2004-2011 89 89.91 85.24 87.45 86.5 25.69 463.79 77.3 

Equivalent availability for 2004-2011 80.48 76.26 77.71 77.91 76.92 32.64 421.91 70.32 

Forced outage factor for 2004-2011 0.01 0.01 0.17 0.01 0.01 0 0.2 0.03 

Service factor for 2004-2011 76.08 82.46 72.76 74.87 76.62 30.22 413.02 5.04 

Starting reliability for 2004-2011 93.43 98.28 82.1 87.29 94.82 29.49 485.41 80.9 

Planned outage factor for 2004-2011 3.73 3.62 2.87 6.1 2.87 0.17 19.36 3.23 

Capacity factor for 2004-2011 0.69 0.71 0.66 0.66 0.68 0.27 3.67 0.61 

Forced outage rate for 2004-2011 8.68 7.2 24.21 8.29 12.1 63.07 123.55 20.59 

Partial forced outage, Pf for 2004-2011 0.86 0.92 0.85 0.85 0.89 0.31 4.67 0.78 

Full forced outage for 2004-2011 0 0 0 0 0 0 0 0 

Equiv. forced outage rate Dd 2004-2011 4.41 4.11 3.64 7.29 3.33 0.17 22.97 3.83 

Maintenance factor for 2004-2011 13.47 1.99 2.64 35.32 3.97 78.17 135.56 22.59 

 
 
 

Table 3. Summary of all availability and performance parameters for Egbin Power Stations (2005-2011). (Source: Fergus E.O. (2015) 
Unpublished material: The Inherent Energy Crisis in Nigeria). 
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Average stations values 88.35 88.34 80.36 0.04 78.67 92.46 3.69 0.70 23.53 0.89 0.00 4.37 25.82 

 
 
 
would equal 100 available hours minus the 20 equivalent 
derated hours for a measure of 80% (GE Power systems, 
2000). This parameter could however not be used 
because incomplete data recording style observed 
generally in this Power stations. 

For a good and balanced power generation system, the 
availability requirements should be as follows: 
 
i. The unit generator should be = 97% which means a 
maximum of 11 days in a given year period of 
unavailability for reason of unplanned repair or 
maintenance etc. The important components of the unit 
generator should have availability of 94% minimum.  

ii. The fuel supply should have the availability of 99.5% 
etc, but these were not the case here. 
iii. The evaluation of power plant performance should be 
one of the most important tasks at any power station. 
Without its availability records, the plant staff and 
stakeholders cannot determine ways to improve 
performance of the equipment and make the plant more 
profit-oriented for plant owners. The causes of 
unavailability must be thoroughly analysed to identify the 
areas for generators performance improvement.  
 
This study can be said to have provided some 
corresponding   levels   of   potential   and    cost-effective  
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improvements from the use of performance parameters 
to improve unit availability. This can be justified by using 
the Richwine model of electricity generation standards to 
justify the subject of availability using this illustration: For 
instance, assuming total installed power capacity in the 
power station within this period under review as 
1320MW. On the basis that we consider the total installed 
capacity of 1320MW. From study findings, most of the 
units have derated either due to spare supply shortage or 
due to ageing, and hence we consider this value for 
illustration only. 

One percent improvement in availability that can be 
achieved and sustained is equivalent to approximately 
15.53MW of new capacity at 85% availability. To arrive at 
that figure we calculate the Available Capacity as the 
product of the capacity times the availability. Therefore a 
1% improvement in Availability would result in a 13.2MW 
increase in Available Capacity only if that capacity were 
100% available. But for a more realistic availability goal 
we might chose 85% (considering the average of the 
running units‟ availability) so that the 7.6 MW at 100% 
availability would be equal to 15.53MW at 85% 
availability (13.2/0.85). However, it is also apparent that 
not all plants and sectors have equal opportunity to 
achieve the same levels of cost-effective availability 
improvement. Hence, if the total availability improvement 
that can be achieved and sustained is 14%, then the total 
equivalent capacity represented by this availability 
improvement would be 217.4MW.  

The assumption of 14% is made based on the nature of 
data available and the performance of their peers in other 
parts of the world, and considering the unique set of 
conditions in some of these generators (base loads).  

It should be noted, however, that this improvement will 
not happen overnight, but rather will be a process that will 
take place over several years. The time required for the 
performance improvement  can  be  minimized  by  taking 
advantage of other company‟s experiences to „get down 
the learning curve‟ as quickly as possible: 
 

i.e.:  at 1% improvement in availability; 
 

1320MW x =13.2MW  

 
Then if we consider a realistic availability goal of 85% of 
the above 13.2MW,  
 

Then, we have: 15.53MW 

 
But at 14% achievable and sustainable availability for 
these steam turbine-units;  
 
Will give 15.53 × 14 = 217.4MW; 

 
 
 
 
The total equivalent capacity represented by this 
availability will be = 217.4MW. 
 

Some basic questions with regards to information 
gathering, data sourcing, collation and analysis to 
evaluate the inherent energy crisis have been formulated 
into action statements used to remedial actions to fill 
some of the existing gaps in the Egbin and energy sector 
at large. 

Thus, we can conclude here that this research analysis 
highlights significantly the amount of potential “equivalent 
energy producing capability increase” that can be cost-
effectively achieved by improving the availability of 
existing electricity generating units in Egbin power station 
to optimum levels. 
Some basic questions with regards to information 
gathering, data sourcing, collation and analysis to 
evaluate station availability in order to ameliorate the 
energy crisis in Nigeria have been formulated into action 
statements used to remedial actions to fill some of these 
existing gaps in the power plant management. 
 
 
MANAGING THE FUTURE 
 

The benefits of pooling data for performance and 
availability monitoring system henceforth depends – in 
addition to the current procedures described in this paper 
- on the commitment of power plant operators and the 
energy regulators to enhance them. The underlying goal 
is to encourage increased production and international 
participation. 

Key factors influencing plant performance should be 
identified and analysed to allow a cost benefit analysis of 
any activity/programme before its implementation. Strong 
political will is needed to handle the implementation of 
deregulation policies. 

To analyze plant availability performance, the energy 
losses/outages should be scrutinised to identify the 
causes of unplanned or forced energy losses and to 
reduce the planned energy losses. Reducing planned 
outages increases the number of operating hours, 
decreases the planned energy losses and therefore, 
increases the energy availability factor. Reducing 
unplanned outages leads to a safe and reliable operation, 
and also reduces energy losses and increases energy 
availability factor (Pierre et al., 2008). 
 
 
Conclusion 
 
The inherent energy availability of power generation units 
in Egbin power plant in Nigeria has been investigated. 
Some possible causes of unavailability have been 
identified. Ways to overcome the  causes  comparable  to  



 
  

 

 

 
 
 
 
international peers have been presented. The results of 
analysis through the use of software have justifiably 
outlined the areas of weakness in the power units. The 
study has touched areas of availability likely to be 
encountered by power plants generation managers in 
other power stations in Nigeria. 

The study is a lead study product especially in the area 
of conventional power plant units‟ availability 
management that satisfies international standards as well 
as foundation for further researches in the field of 
National power availability and performances analysis in 
Nigeria. Generally, the facts presented alone in the study 
are sufficient to exhibit the importance of power 
availability and performance measurement in enhancing 
the Nigeria‟s energy revolution and development. 

This paper challenges the widespread practice of 
abuse in the use of relevant parameters and indices for 
the determination of generator performance 
improvements for a healthy electricity generation, 
profitability and sustainability in the plant and in Nigeria. 

The analysis is self-contained and gives a useful 
practical introduction to standard availability performance 
evaluations and monitoring. The indices and parameters 
analysis are presented in most lucid and compact 
manner for proper understanding especially in data 
arrangement and tabulations. The process and 
techniques applied to achieve this goal are fully 
articulated. Results output presentations and analysis 
have been covered in the most logical manner from the 
IEEE power plant standard availability evaluations 
ideology. However, to design all-encompassing tables of 
indices and parameters for effective availability 
measurement more detailed than the NERC/IEEE std 
762 typically put forward requires in-depth field 
experience for sustainable robust results. The introduction 
of reasonable key performance measures, such as some 
Availability Value Indicators (a measure of Commercial 
Availability) will enable the Power station to be one of the 
leaders in measuring the economic value of its 
generators in Nigeria. Some of these new indicators have 
prototyped and showed success in other countries 
energy industries. Hence, the research provides a 
comprehensive strategy for other power stations to 
follow, and appears to be a positive step towards 
achieving more satisfactory integration in the industry. 
The evolution of “data analysis” and statistics ensures 
other factors/ goals are set. 
 
 
RECOMMENDATIONS 
 
1. Government through NERC should set up generating 
plant examining board. The board members should 
comprise well selected best-qualified and most respected  
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individuals in their respective fields (Plant Engineering 
Design, Plant Management, Operations, Maintenance, 
etc.) from amongst all of the operating power plants in the 
country. The board shall review annually the condition of 
each power plant and make recommendations to 
executive management and owners of plants concerning 
actions and expenditures required to achieve 
performance improvement. This will help local staff to 
gain knowledge and also help the plant owners to 
allocate resources equitably. 
2. The power station should align in the development of 
very well enhanced equipment specific Operations and 
Maintenance (O & M) procedures programs. 
3. The power station should embrace the use of powerful 
software for analyses of the various performance 
parameters and indices. The result will be beneficial in 
the exchange of information and monitoring of station 
units performance trend allowable for improvement of 
performance of power generating assets in the station 
and to improve the quality of life to its users. 
4. In alignment with other typical industry players, there is 
need for optimum spare parts management. Spare parts 
management plays a very important role in the 
achievement of the desired power generation availability 
at optimum cost. This will remove the unique problems of 
controlling and managing spare parts such as element of 
uncertainty and unavailability.  
5. There should be pre-fixed meeting day for plant 
manager and senior executives in the power station to 
review all outages where each department is required to 
explain each outage event and to state the root cause of 
the problem, the immediate short term solution applied 
and results in addition to the long term solution that would 
eliminate or minimize the problem. This will enable plant 
managers to offer their insights and perspectives  to  help 
find the best solution.  
6. Load growth should be monitored locally from the 
station based on subsequent demand rates and 
frequency. This will help regulate incidences of system 
collapses. 
7. The new owners of the plant (Generation) must now 
come out with a tested and trusted blueprint in system 
operations that must be flexible in implementations in the 
Nigeria environment to guarantee availability of electricity 
supply to consumers. 
8. The plant staff should be fully involved in decision 
making when a considerable decision is to be made 
about the management of any power station particularly 
in the area of maintenances. After all, “The man that 
wears shoes knows where it pains/ hurts”. This will 
improve performance and availability of the plant units 
and make the plant profit-oriented. 
9. The economics of scale should apply when sitting 
Power Stations. In another way, the sitting of Power  
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stations should not be influenced politically or affected by 
ethnic sentiments. This guarantees adequate gas supply 
or other raw materials at the long run. 
10. Generally, the regulatory authority should benchmark 
the unit generators in the power industry. The 
benchmarking philosophy will help Nigeria to achieve the 
following if properly implemented: 
 
i. Set realistic, achievable goals, 
ii. Identify best areas for potential improvement, 
iii. Give advance warning of threats, 
iv. Trade knowledge and experience with peers, 
iv. Quantify and manage performance risks, 
v. Create increased awareness of the potential for and 
the value of increased plant performance 
 
11. There is need to set up a well-equipped effective 
efficiency department for data collection and analysis 
using the applicable KPIs and standards. The results of 
analysis and study will help to enable us have a good 
planning system in the station. The data collection and 
monitoring should align with the industry requirement to 
enable all the power plants harmonize reporting standard 
and procedure. 
12. The issue of gas shortage or low gas pressure 
climaxed the unavailability of the various unit generators 
as deduced from system collapse records as well as 
reasons for outages summarized. A good fuel supply 
policy should be put in place. This will encourage 
consistent supply of raw material to the power stations. 
13. The “best practices” in computer database should be 
developed for use by all Power industry‟s‟ staff. Nigeria 
must as a result of urgency align with the international 
community in providing the various generation 
parameters and performance data for the operation and 
regulation of the power industry. 
14. The plant design organizations should henceforth 
provide increased engineering support to the operating 
plants staff particularly during design upgrade projects. 
This is very important in Nigeria as we seek to upgrade 
most of the old power plants either to increase availability 
or dependable capacity. 
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